Complete Guide to Understanding
The Citrix Logon Process

A Technical How-To Guide for Proactively

“This is a superbly technical document provided by Goliath to simplify
and explain the many, complex steps composing the logon process.
There is a lot to learn in this document for novices to experts alike.”

Andrew Morgan
Independent End User Computing Consultant GOLIATH
Citrix CTP, VMware vExpert, VMware EUC Champion, & RES Software RSV [Eenorosies




Table of Contents

T <ol a1 ToF | Y[ oY =1 o TSRS UPP 1
[. What is the CitriX LOZON PrOCESS?......ueiiiciiieee ettt e sttt e e e ettt e e e e ettt e e e s baeesebteaeeeabteeaesanstaaeesanstesesasstaeessasssneessnseneeenanes 1
F AV B T=T ol g1 ) 4 (0] o VRO PO PPPUPRRPPPR 2
[l LOSON DUFGtION STAZES .eiiiieiiiiiitiieee ettt et e e e ettt et e e e s s s b et b teteeeaeesseasasbabeeeeeeeasssasasssbebaeeaeeesessssssssaneaaaeesssnnan 3
A, Logon Duration BreakdoWn DY STAgeS.......ccccuiiiiiiiiiieecciie ettt e st e e e e ttee e e e aare e e s e e aabe e e s e eatae e e nanraeeeeeenrees 3
B.  CItriX RECEIVET STart-UP STaZOS it s e s s e e e e s s e eaeeeaaeeeeeeaeeaeeeeeseneeeeesenrrrnees 4
C. Delivery Controller Start-UP STAZES ....cuuviiiiiiieeeeiciiiee e ettt e e ectte e e eettte e e eesbb e e e s abbeeeeassaaaeeeenssaeassasseeesannssesessnnnnsenas 5
D. Logon DUration SESSION LAUNCN........uiiii ittt et e e e ettt e e e ttte e e e e sttt e e e s e eabteeessentaeeessastaeeeesasseaeaaaanses 6
V. Correlate STages tO LOZON PrOCESS .....uuiiiiciiieiiiciieeeesectie e e e eitieee e setteeeesstbeeeesssteeeeessteeaesaseeeeesassaseesanseaeessassnsaessnsseeeensns 7
RV o (01T Y (o TN U E] < | PO PP PP PPPPTTN 8
A. How to Troubleshoot Isolated User Logon DUration SIOWNESS........ccuueiiiiiiieieiiiciiie ettt srieee e eee e s ree e e 8
B. How to Troubleshoot Entire User Base LOgon DUration SIOWNESS..........ccceccuiiieiieciiieeeciiiee e ecreee e eitee e e evaaae e 10
VI. Use Cases — How Goliath Customers Use the TEChNOIOZY .......cooviiiiiiiiiiie et 11
VL SUMIMIAIY ittt s s sa e s e e e seeeeeaeeeaeaeaasaaaaaaeeeesessessesesessssesesssssssssssssssssssssssnsasasasssssssnseeeeeeeeeeseeneeenenenne 15

I. Technical Summary

Troubleshooting and permanently resolving Citrix logon duration issues is an excruciating challenge for most Citrix
Engineers. Unfortunately, obstacles to troubleshooting are further accentuated by the fact that many tools on the
market are either ill-equipped to provide the level of detail necessary to determine root cause, or simply provide
inaccurate metrics based on flawed calculation methodology.

For instance, many products advertising that they provide logon duration present values for each stage of the logon
process that neatly break down and add up to the sum of overall logon time. On the surface this seems to make sense
intuitively, but is actually completely inaccurate. The Logon Duration in a Citrix environment is famously intricate, with
many of the stages occurring simultaneously and overlapping — meaning that the total logon time will almost never
equal the sum of its parts. In fact, there are 33 stages in the overall logon process just to get a user session brokered to
its session host.

This guide will review the complexities of the Citrix logon process, how it actually works, and the explicit micro stages of
the logon process. Then we will discuss how Citrix Administrators use this level of detail to pinpoint root cause of logon
duration issues, and how they use a combination of technology and analysis to troubleshoot and resolve these
performance issues for end users.

Il.  Whatis the Citrix Logon Process?

While the Citrix logon process (when configured correctly) may only take a couple seconds to launch, its execution
comprises a complicated sequence involving the Citrix Receiver, Citrix Brokering Architecture/NetScaler, StoreFront,
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Delivery Controller, and the Session Host/App Server, or VDI. Before we begin understanding how to identify the root
cause of a logon duration issue, we need to first understand at a high level what actually occurs, and in what sequence,
during the logon duration process. The diagram below presents the sequence of events that occur during the logon
process from the time when a user clicks on the icon for an app or desktop, to when it fully launches:

Citrix XenApp & XenDesktop Logon Process
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A. Description

As you can see, there is no straight line in this process marching neatly forward towards the launched desktop.
Instead, the process takes a series of steps back and forth from the user’s end point to the session host before
the user ends up seeing their desktop and application.

To better understand what is happening at each stage, you can map the process step to what’s happening by
referencing each line below to its step in the diagram above:

End user clicks on a desktop or application (in this example, StoreFront) to launch it
Storefront requests a session host from the Delivery Controller

Delivery Controller selects a session host

Delivery Controller sends session host hostname & IP address to Storefront
Storefront creates the ICA File and sends it to Citrix Receiver

Citrix Receiver launches the ICA file

Citrix Receiver determines and then checks that the connection to the session host can be
established

Citrix Receiver establishes an ICA connection to the session host

9. Delivery Controller creates a user session

10. Delivery Controller processes Citrix policies

11. Session is brokered by the Delivery Controller to the session host

12. User Authentication between domain controller and session host

13. End User sees the Citrix session window open and the Windows welcome screen
14. Profile Load, Group Polices (GPO) and script execution take place

15. Application/Desktop is fully launched
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The fact that this process can be achieved in less than 10 seconds is quite amazing, and in this document we're
going to show you how to perform an autopsy on a user’s poor logon process to identify why that happened.



Logon Duration Stages

In order to understand exactly what is happening and troubleshoot, we need to break out the sequence to
each of the executions that Citrix is processing during the logon process. This is functionally categorized
into three different aspects of the logon process — the brokering process that the Delivery Controller
facilitates, Citrix Receiver’s process to establish the ICA Connection, and desktop load process for the

application or desktop on the session host.

Combining in-depth Citrix data and Windows OS logging data, the Logon tab breaks down the user’s login
from start to finish, providing the administrator with actionable metrics to reduce troubleshooting times.

The Logon tab is comprised of four main sections displaying a wide variety of data to assist in diagnosing
slow logon times. Each of the logon stages is presented with easy to identify graphs to quickly see where

the majority of time is spent in the process, saving you time in getting to the root cause of potential

problems.

Figure 1 - Session dialog - the Logon tab at a glance

VDI-CWIN10MF03 InUse
Summary Logon ICA/HDX vGPU
Group Name: ‘Windows 10 MCS Floating Client Address:
Broker Name: SVR-XDDCO02 Version:

Logon Summary

Logon: 64819 s Connect: 2019-11-10 02:21:48 Session Start: 201%-11-10 09:22:00

Logon Duration Brokering

Delivery Confroller Stages

Logon Stage Details

Stage Description
Brokering Session brokering time
Client Validation Brokering and Endpoint Launch execution including

launching the client
Server Validation Server-side session validation fime

ik User authentication, Pelicy Retrieval, and logon script
> Authentication detemmination at the session host
» GPO Group Policy Execution

Profile User Profile loading

Background processing for completing the load of the

Interactive Session users envirenment

Estimated network bandwidth on one of the connections: 3515813 kbos.

Start

2019-11-10
09:21:01.320

09:21:01.320

09:21:01.320

09:21:52.853

09:21:54 891

08:21:51.213

09:21:52.943

joe allen Q & X
VDI Server Hypervisor Host Applications Alerts/Logs
17231029
19.9.0.21
Session End: - Duration: Oh 4m 93
Citrix Receiver Startup Stages
Timeline
Duration 16.045 20812 41215 841815
00478 |
12.347 s
13.007 s
1075 s
4967 5 | ]
173s
12537 ¢ |

From the top of the dialog, the first section presents general session information. This information will
differ if you're reviewing a Published app or desktop session versus a Virtual Desktop. The example in

Figure 2, below, displays a Virtual Desktop session, which includes the Delivery Group name, the

endpoints IP address, the Citrix broker responsible for the connection and the version of Citrix
Receiver\Workspace the endpoint has installed.



Figure 1.a - Virtual Desktop session information

Group Mams: ‘Windews 10 MCS Floating Client Address: 1723028
Broker Marmss: SVR-XDDCO2 Version: 12904

The next area is a Logon summary where you can find actual logon duration time as well as session start,
duration, and end time if applicable.

Figure 1.b - Logon summary
Logon Summary

Logon: 64.819 s Connect: 2019-11-10 09:21:46 Session Start: 2019-11-10 09:22:00 Session End: --- Duration: Oh 4m 9s

A. Logon Duration Brokering Stages

The middle section of the Logon tab displays the logon duration brokering stage data for both the delivery
controller and the Citrix Receiver startup stages.

B. Delivery Controller Stages

Figure 1.c - Delivery Controller Stages

Delivery Controller Stages

e Credentials Authentication:
= The time spent on the server authenticating the user credentials against Active Directory.

Tip: A slow authentication stage may indicate an improper site configuration. An example
would be if your user is logging into a data center in one location and is being authenticated by
a domain controller in another physical location. Another point to consider would be a site DNS
issue.

e Credentials Obtention:

= The time taken for credentials to be passed through to the server.
e Credentials Obtention Network Server:

= Network credential retrieval for passthrough authentication.
e Drive Mapping:

= Client passthrough drives, port and device mapping.

Tip: Create policies to disable unnecessary ports, drives and devices.

e Login Script Execution:
= Time spent executing user login scripts.

Tip: Find scripts executed by the user and manually run them to observe how long they take to
execute and observe failures in execution that may cause delays.
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Printer Creation:

= The time spent mapping the user’s client printers.
Profile Load:

= The time spent loading the user’s profile.

Tip: Check the size of the user’s roaming profile. Find large folders and work on creating
policies to reduce the number of folders and files included in the profile.

Program Neighborhood Cred Obtention:
= The time needed for the server to cause the Program Neighborhood instance running on
the client to obtain the user credentials.
Session Creation:
= The time the server spends creating the session.
Session Startup:
= This is the high-level server-side connection start-up metric that encompasses the time
XenDesktop takes to perform the entire start-up operation. When an application starts in a
shared session, this metric is normally much smaller than when starting a new session,
which involves potentially high cost tasks such as profile loading and login script execution.

C. Citrix Receiver Startup Stages

Figure 1.c - Citrix Receiver Startup Stages

Citrix Receiver Startup Stages

e Application Enumeration Client:
» Application enumeration is one of the issues slowing down session start times.
e Backup URL Client Count:
= [f this metric has a value higher than 1, it indicates the Web Interface server is unavailable
and the Citrix Receiver is attempting to connect to back-up Web Interface servers to
launch the application.
e Configuration Obtention Client Duration:
* The time it takes to get the configuration file from the XML server
¢ Credentials Obtention Client:
= The time it takes to obtain user credentials when the user credentials are manually
entered by the user.
¢ ICAFile Download:
*= The time it takes for the client to download the ICA file from the server.
e Launch Page Web Server Duration:
= Review the information for IFDCD. The LPWD metric is only used when Web Interface is
the application launch mechanism.
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¢ Name Resolution Client:
=  This metric is collected when a client device directly queries the XML Broker to retrieve
published application information stored in IMA (for example, when using Program
Neighborhood or a Custom ICA Connection). NRCD is only gathered for new sessions since
session sharing occurs during startup if a session already exists.

Tip: When the Name Resolution Client metric is high, it indicates the XML Broker is taking a lot
of time to resolve the name of a published application to an IP address. Possible causes include
a problem on the client, issues with the XML Broker, such as the XML Broker being overloaded,
a problem with the network link between the two, or a problem in IMA. Begin by evaluating
traffic on the network and the XML Broker.

¢ Name Resolution Web Server:
= When this metric is high, there could be an issue with the Web Interface server or the

XenApp plugin site (formerly known as the Neighborhood Agent site), the XML Service, the
network link between the two, or a problem in IMA.

Tip: Like Name Resolution Client, this metric indicates how long it takes the XML service to
resolve the name of a published application to a XenApp IP address. However, this metric is
collected when a Web Interface site is performing this process on behalf of a launch request it
has received from either the XenApp plugin (previously known as Program Neighborhood
Agent) or from a user clicking a Web Interface page icon. This metric applies to all sessions
launched through the Web Interface or the Citrix Online Plugin (formerly, the Program
Neighborhood Agent).

¢ Reconnect Enum Client:
= The time spent for the user’s client to get a list of reconnectable sessions.
e Reconnect Enum Web Server:
= The time it takes the Web Interface to get the list of reconnections for this user from the
XML service.
e Session Creation Client:
= The time it takes to create a new session, from the moment wfica32.exe is launched to
when the connection is established.
e Session Lookup Client:
= The time it takes to query every session to host the requested published application.
e Ticket Response Web Server:
= The time it takes to get a ticket from the STA server or XML service.

Tip: This can indicate that the Secure Ticket Authority server is overloaded.
D. Logon Stage Details

The Logon Stage Details section of the Logon tab is unique to Goliath Performance Monitor. It
presents a granular breakdown of the login process by combining all of the above metrics with
information included in the Goliath logs. This approach saves time and testing efforts by highlighting

specific details during the login process that an administrator would normally have to dig through
logs and other areas to obtain.



Figure 5: Logon Stage Details
Logon Stage Details

Timeline

Stage Description Start Duration 18.045 320815 sazig 844815

2019-11-10
09:21:01.320

Brokering Session brokering time 0.047 s

Brokering and Endpoint Launch execution including o401 200

Client Validation launching the client

12347 =
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Domain Controller Name:: SWR-
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Domain Controller IF Address : 10.20.30.5

Making system calls to access specified file. 002153704 03335 |
‘icarp.golizthtechnalogies. comisysvolcorp.golisthtechnalogie

= com|Polices (3182F240-0160-1102-045F-

D0CO4FBRB4FE} gotini

Making system calls to scoess specified fle

calis to acoess specified file

i ogies. r
= comiPolicies{206BE4F E-3662-4ACA-B066-
6827F0710DAC)gptini

~ GPO Group Policy Execution 09:21:54.851 4967 s [ |
Starting Registry Extension Processing. 092154 001 00395 % |

Name: Win 10 VDA Setfings

Starting Citrix Group Palicy Extension Processing. Local 00:21:55.031 03355 1
Group PolicyLacal Group Policy

Starting Folder Redfirection Extension Processing. Win 10 08:21:55.271 0755 1
VDA Settings.

Citrix Profile Management Extension 08:21:58.122 0172 |
Starting Citrix Frofe Management Extension Processing

As seen in the image above, some of the stages of the logon process can be expanded to drill in to
specifics about the individual logon stage process.

The Authentication section is key to determining which domain controller processed the login as
well as the time it took to read group policy objects. One of the key metrics here are is the domain
controller’s location. An improper site configuration could have a client authenticating through a
domain controller not local to the client. Another key metric would be the client’s ability to read
the Group Policy file and how long that read takes.

The GPO section displays the amount of time to process each group policy. Long GPO processing
could indicate invalid printer mapping and network drive mapping.

In summary, Goliath Performance Monitor's Logon tab provides administrators with a unique view
into the login process by combining data from Citrix as well as Windows log information to assist in
troubleshooting slow logons and getting to root cause much faster.



IV. Correlate Stages to Logon Process

So how does this all fit together? Because of the overlap of each stage during the logon process, it is necessary to
understand how the logon process breaks down and layers together. The stages we have covered and how they
interrelate with each other is depicted in the image below, and the stages indicated match back to what you see above.

When troubleshooting logon times affecting the first two phases especially, this diagram should be used as a primer to
understand how a phase that took an extended period of time fits into the rest of the process, and the server
responsible for the slowness

Stages Step A Step 1 Step 2
BUCC
AECD
LPWD
SCCD
CFDCD CFDCD
TRWD [TRWD
cocop coco
RECD RECD
REWD REWD
IFDCD IFDCD
SCD SCD
NRCD NRCD
NRWD NRWD
SLCD SLCD
PNCOSD PNCOSD
SCSD SCSD
CONSD CONSD
CosD cosD
CASD cAsD
LSESD LSESD
PLSD PLSD
DMSD DMSD
PCSD PCSD

Step 10 Step 11 Step 12 Step 13 Step 14




V. How to Use It

When working with individuals who administer/support/manage Citrix environments, it has become the general
understanding that logon issues typically are found to manifest in one of two ways:

Isolated Users: Logon slowness which only impacts isolated users or location.
Entire User Base: Where the slowness impacts a larger subset of the user base, or possibly the entire user
base.

In order to better determine the root cause for each of these situations, we typically recommend following a
troubleshooting process which caters to the scenario at hand. By doing so, you provide yourself with the means to not
only gain visibility into the issue, but you will also allow yourself the best opportunity for objective evidence, which you'll
need for root cause analysis.

Below are some examples on how a Citrix Engineer/Administrator would be able to utilize a monitoring solution to
troubleshoot longer than normal logon durations. We will break these into the two scenarios as mentioned above
(individual user vs entire user base.)

A. How to Troubleshoot Isolated User Logon Duration Slowness:
Awareness:

a. The biggest challenge in the case of individual user logon slowness is knowing when the problem is
occurring. To do so, you need to have alerts so you’re not waiting to hear from the end user. The first
step is to configure alerts so you know when and how often the logons take longer than the acceptable
duration for your environment. Once you configure the rule, you would then need to apply that
threshold to your entire user base. Goliath Performance Monitor will allow you to set a custom
threshold if, for example, the logon duration exceeded 1 minute or 90 seconds for a user. It will then
automatically send a notification by email, text message, or via your enterprise monitoring solution.

b. Secondly, we will want to schedule one of the 66 out-of-the-box reports available within the technology
which can provide a historical view of the logon durations for your user base. We would typically
recommend that this report is sorted by the logon duration time, and in ascending order so that you are
able to view the highest logon durations at the top of your report. If you set the report to run on a daily
basis, for example, every morning at 10 AM, you will have a report listing out the logon durations for
your entire user base prepared for your review. Goliath Performance Monitor provides this type of



reporting, and will also allow you to report on a subset (such as the top 20 logon durations) of users, as
well as break down / drill into each specific user’s logon process to determine the exact timings for each
step of their logon process. This is beneficial when determining root cause for logon duration slowness
issues.

Troubleshooting Process:

a. Assuming you’ve configured the alert notifications surrounding logon duration times, you may have
received an alert already, or a ticket or call may have been escalated to the Citrix support team.

b. Navigate to the Citrix Virtual Apps & Desktops display, where you can then search for the user and bring
up their session details, including the breakdown of the user’s logon process.

c. Drillinto the user’s logon duration breakdown.

G ggHATH Configue  Dashboard MieWH Report Log Management  Application Availability Sign Out | Settings |

Citrix Virtual Apps and Desktops  VMware Horizon

App Servers Published Apps & Desktops Virtual Deskiops Displaying Active, InUse sessions today (1029 records) @~ €' =
User Account XAServer Name Session State Client Name Client Address Version Logon ICALatency  Avg.ICALat Deiivery Group Connected ¥ LogoffiDisconnected
w020 HDX - Desktop Active SATW-G3TKJ02 10.1222.46 14.11.0.17061 oms Oms  EA&S Deskiop 2016 2019-12-02 152058
w122 HDX - Desktop Active SATW-GJBIFZ1 10.1222.26 1420.10 Oms EA&S Deskiop 2016

w033 HDX - Desktop Active TCPDES06003 10.97.45.95 199021 ms Oms E&S Desk 2016 Kochi
WD49 HDX - Desktop Active SCO-HBLOZF2 27001 18.12.0.12 ms Oms E&S Deskiop 2016 2019-12-0315:20:13
W09 HDX - Desktop Active SATP-SYSPWO1 0122143 18.9.0.19526 ms Oms MARS 2016 Desktop 2019-12-03 15:20:11
YOS HDX - Desktop Active D-113156415 0.182.35.82 14902539 ms Oms Rockwood Developer 2010-1203 15:20.06
56 HDX - Desktop Active NYC-CT89F2 1812.0.12 ms Oms E&S Desktop 2016 03 1519:44
W0BD HDX - Desktop Active PORL-HFPJJT2 14.101.22 ms oms " nsurance Desk 2016 -12-03 15:18:10
Woss HDX - Desktop Active D-113168823 147.0.43011 252ms  ACSP Deskiop 2016 03 15:18:45
V015 HDX - Desktop Active BRZ-53KFQM2 18.12.0.12 306ms  Brazi 2016 Deskiop -12-03 15:18:42
yW02 HDX - Desktop Active SATP-SYSPWO1 0.12.21.43 18.9.0.18526 ms Oms  Brazi Developer Desktop 03 15:18:40
W0B6 HDX - Desktop Active RIC-24J0382 031204 14.40.8014 ms Oms EA&S Deskiop 2016 -12-03 15:18:37
w027 HDX - Desktop Active RIC-JDXT262 0.31.21.3 14408014 ms Oms E&S Deskiop 2016 03 15:18:13
W85 HDX - Desktop Active TCPDES08063 0.57.45.66 188021 ms Oms EA&S Deskiop 2016 1203 15:17:40
4 HDX - Desktop Active SATP-SYSPWO1 0122143 m Oms  Brazi 2016 Deskiop 03151710
yWO5 HDX - Desktop Active SATP-SYSPWO1 0.12.21.43 oms B Dev 20315:15:42
a V078 HDX - Desktop Active SATL-B3ReLI2 10.207.134.10 148 157ms jut 2016 Desk 03 15:15:40
rgaard W25 HDX - Desktop Active CEN1180-E7470 162.168.1.71 411.0.17061 Oms EA&S Deskiop 2016 -12-03 15:15:09
a V020 HDX - Desktop Active LAPIN45DS022 10.100.42.148 4801010 Oms  E&S Desktop 2016 03 15:15:01
Wo24 HDX - Desktop Active Yuyang?s MacBook P 162.168.0.160 9.100.13 oms Oms E&S Desktop 2016 20191203 15:15:00
HDX - Desktop Active Genevieve?s MacBoo 192.168.0.11 19.1.0 Oms  EA&S Deskiop 2016 2019-12-03 15:14:33
HDX - Desktop Active SATP-SYSPWO1 10.1221.43 oms Oms W W rurance Desk2016 20191203 15:14:13
Woss HDX - Deskiop Active SATW-HDRKJH2 10.1222.42 Oms E&S Deskiop 2016 03 15:13:52
w026 HDX - Desktop Active Davig?s MacBook Al 162.168.0.101 9.102.4 oms Oms E&S Deskiop 2016 -12-03 15:13:41

V04 HDX - Deskiop Active SATL-HKIQRQ2 18.8021 Oms E&S Deskiop 2016

d.

server side or the client side, but rarely both.

Identify the root cause of the user’s logon duration slowness. This typically will either originate from the

N 5\ Tyler Robinson QS3 PROD
Summary Logon ICA/HDX vGPU App Server Hypervisor Host Processes Alerts/Logs
XA Server Name: M HE Epy Client Name: TROBINSO-L5952 Version: 14.9.4000.9 Hypervisor Host:
Session: HDX - Application Client Address: 172.16.12.35 Farm/Group: Argo Apps
Logon Summary
Logon: 32.553 s Connect: 2019-12-03 14:12:43 Session Start: 2019-12-03 15:12:54 Session End: - - Duration: Oh 11m 28s

Logon Duration Brokering

Delivery Controller Stages

Citrix Receiver Startup Stages

Credentizls Authentication 0125s Printer Creation: Application Enumerstion Client: 0s Narmnz Resolution Wek Server: 0.09¢s

Credentizls Obtention: 00i6s Profile Load: Backup URL Client Count: o= RECO T_ENUM_CLIENT: d=

gredents s Obtention Netwark 0s Meighborhood Cred Configurstion Obtention Client 0s RECONNECT_ENUM_WEE .

Server n Duration: _SERVER

Drive Mapping: Credentizls Obtention Cliznt 0= STARTUP_CLIENT: 4218 s

Logon Script Execution: 0= ICA File Download: 0= Seszion Crastion Client 2518s
Launch Pags YWeb Server Duration: 0157 s Session Look-up Client 0.001 s
Nams Resolution Client o= Ticket Response Weh Sarver 000 s
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Logon Stage Details

Stage

Brokering

Client Validation

Server Validation

HDX

> Authentication

v GPO

e.

Description

Session brokering time

Brokering and Endpoint Launch execution including
launching the client

Server-side session validation time

HDX connection from client to VM

User authentication, Policy Retrieval, and logon script
determination at the session host

Group Policy Execution

Starting Registry Extension Processing.

Name: Local Group Policy

Starting Citrix Group Policy Extensicn Processing. Local

Group Policy[524] Site Policies - AGICTXPROD-DCECTX
KAT1 - User

Starting Folder Redirection Extension Processing. [S24] CTX
- Redirection-DCE_\3

Citrix Profile Management Extension
Starting Citrix Profile h it Extension P

Starting Internet Explorer Zenemapping Extension
Processing. CTX - Internst Explorer 10

Group Policy Drive Maps Extension
Starting Group Policy Drive Maps Extension Processing.
Name: CTX XAT1 - User Tuning

Starting Group Policy Folders Extension Processing. [S24]
CTX - Profile Management-DCE_\V3

Starting Group Policy Folder Options Extension Processing.

Group Policy Scheduled Tasks Extension
Starting Group Policy Scheduled Tasks Extension
Processing.

Name: CTX - Adobe Default

Start

2019-12-03
14:12:20.433

14:12:20.433
14:12:20.433
14:12:30.723
14:12:40 243

14:12:51.601

14:12:51.601

14:12:52.428

14:12:52.604
14:12:52.905
14:12:52.988

14:12:53.091

14:12:53.348

14:12:53.488

14:12:533.576

11

Duration

0017 s

3T74s

3727 s

228s

01258

5438

2631s

D168 s

D2%1s

DMEs

DD6E2s

D202s

0117 s

D071 s

0172s

Timeline
81425 16.284 s, 244285 325685
|
I
|
]
|
|
|
|
|
|
|
|
|

Once you identify the root cause of the issue, take action toward mitigating the issue (update / remove
broken logon scripts, resolve incorrect drive mappings, or if client side, provide recommendations to
user on why they may be experiencing latency on their connection, etc.



Configure an automated report which will track the user’s logons for a week. This will allow you to easily view the report
and verify whether this user is still experiencing any logon duration slowness now that you’ve taken the appropriate
actions.

B. How to Troubleshoot Entire User Base Logon Duration Slowness:
Awareness:

a. While this scenario sometimes provides a quicker/easier way to gain visibility into the root cause and
resolve an issue, it also means that you have an issue impacting the entire organization. (All eyes are on
you!) In this instance we will want to focus on configuring a report which can be sorted by the logon
duration time. Once configured, we can see our entire user base and their logon durations sorted from
highest to lowest.

b. We can then spot check a sample group of users, which should help us in determining which stage the
latency is occurring at, and at which point the high logon duration times are oriented for the users.
Within Goliath Performance Monitor, you would then want to run a report which is sorted by stage to
confirm the stage at which the problem is occurring.

Troubleshooting Process:

a. Now that we are aware of the stage at which the issues are occurring across the user base, we can begin
to troubleshoot the root cause of the problem. By viewing the logon duration report, we can now drill
down into users’ sessions and analyze exactly what activity is taking place. Based on your findings from
the report which was sorted by stage, you should already know which logon stage you need to identify
the issue in.

Citrix XenDesktop Session Logon Duration Report - Session Logon Duration (in Seconds) Report for Specified Period

Reporting Period: Fri, January 01,2016, 12:41 PM - Sun, January 31,2016, 1241 PM  Report Run: Tue, February 02,2016, 1248 PM  Sort By: Machine Name

Logon Duration Breakdown

Machine Name

B vpi.oeveusTA03
¥ voi-DEVCUSTAD3

B vpi-oevcusTADz

Identify scripts or
group policy

extensions with

higher then normal
load times

Bl ypI.oeveusTAcs
# vpI.oevcusTAs
® \pi.peveusTAos
* \pi-pEVCUSTADS

B \pI.DEVCUSTADS

User Account Name User Display Name Connect DIT Reconnect| Logon ClientValid  Auth GPO Scripts  Profile [Interactive Group Name
GOLIATH\Todd Matzelle Todd Matzelle 2016-01-15 15:52:18.000 Yes 329 6.58 0.25 0.59 3,89 VDI-WIN7-CUSTA
GOLIATHITodd Matzelle Todd Matzelle 2016-01-15 11:10:33.000 ves 354 339 023 6.08 025 025 3.85 VDI- WIN7-CUSTA
GOLIATH\Todd Matzelle Todd Matzelle 2016-01-12 08:01:50.000 No 3490 156.10 070 382 0.9 13.06 VDI - WIN7-CUSTA

Addtional Logon Duration Details

View users experiencing slow
logons and identify where

logon duration times occurred
within the logon process

Action Time Duration Details

Brokering 08:01:50.000 0.14 secs. ZDC / DDC Broker: SVR-XDDCO03

Account details:

Account Name : CN=Todd Matzelle, OU=Goliath, DC=torp, DC=goliathtechnologies, DC=com
et Account Data 07:58:35.936725600 0.02 secs. Account Domain Name : CORP.GOLIATHTECHNOLOGIES.COM

DC Name : WSVR-DCO2.corp.goliathtechnologies.com

DC Domain Name : CORP.GOLIATHTECHNOLOGIES.COM

Domain Controller details:

Domain Controller Data 07:58:35.936725600 0.97 secs. Domain Controller Name : WSVR-DCO02.corp.gofiathtechnologies.com

Domain Controlier IP Address : W10.20.30.6

List of applicable Group Policy objects:

Local Group Policy

LDAP Calls 07.58:37.699582100 0.02 secs.
Making system calls to access specified file.

File Accessed 07:58:37.730783100 0.31 secs. \\corp. com\Policies\(31B2F340-016D-11D2-945F-
00CO4FBY84FS)\gpt.ini
Starting Citrix Group Policy Extension Processing.

Citrix Group Policy Extensions 07:58:39.353235100 0.22 secs. Local Group Policy

Citrix Profile Management Extension 07.58:39.587242600 0.17 secs. Starting Cirix Profile Management Extension Processing.

Estimated network bandwidth on one of the connections: 1000000 kbps,

A fast link was detected. The Estimated bandwidth is 1000000 kbps. The slow link threshold is S00 kbps.

GOLIATHHeather Hanlon Heather Hanlon 2016-01-07 14:46:41,000 No 248 508 023 067 395 VDI-WINT-CUSTA
GOLIATH\Floyd Roberts Floyd Roberts 2016-01-05 15:23:05.000 No 168 VDI - WIN7-CUSTA
GOLIATHFloyd Roberts Floyd Roberts 2016-01-22 14:53:47.000 Yes 12 VDI - WINT-CUSTA
GOLIATH\Floyd Roberts Floyd Roberts 24€01-19.1526. 25,0000~ No 126 658 025 059 389 VDI-WINT-CUSTA
GOLIATHFoyd Roberts Floyd Roberts 2016-01-20 09:09:44.000 No 126 ass 025 059 389 VDI-WIN7-CUSTA

Report on Citrix XenApp & XenDesktop Logon Duration breakdown for real and simulated end users

b. Once you locate the exact problem, for example, there was a logon script which wasn’t necessary, you

can then make the appropriate adjustments which will fix the issue and remove the problematic logon
script.
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c. Using a test account configured with the same baseline as your typical user would be, apply the fix to
your test user, and launch a few test sessions. Once you have launched a few sessions, you can then use
the XA / XD session display within Goliath Performance Monitor to confirm the fix has worked as
expected, and the issue is in fact resolved.

d. Once resolution is tested and confirmed, you can apply the fix to the remainder of your user base so the
issues they have been experiencing will be fixed.

e. To confirm the issue doesn’t persist after the fix has been implemented, we would then recommend
configuring a daily report which runs every morning (perhaps at 9 AM, so you can review while having
your second cup of coffee.) This report will allow you to easily track and verify that the issue has been
resolved over the course of the days following the aforementioned fix being implemented.

VI. Use Cases — How Goliath Customers Use the Technology

In working with customers and helping them troubleshoot logon slowness, we have seen a number of different ways in
which slowness manifests. The following use cases illustrate the most common ones we have seen customers
encounter, and include how they used Goliath Performance Monitor to resolve their condition.

1. Logon Slowness due to Drive Mapping Execution

Issue:

A global retailer’s end users were experiencing logon times exceeding 5 minutes. Prior to using Goliath
Technologies logon duration breakdown, they had been investigating, and attempting to manually find the root
cause of this issue.

The process which the retailer’s system engineers used was to first schedule a time with the end user(s)
experiencing the problem, and they would conduct a remote session and attempt to manually time each stage
of a user’s logon as they watched the user log in. This troubleshooting process wasn’t very successful, and the
issues persisted for nearly eight months.

Resolution:

Once the Goliath Performance Monitor was implemented into their XenApp environment, the team of engineers
was able to easily gain the visibility into the root cause of the issue in real time, using the Logon Duration report.
By drilling into sessions for users complaining of the slow logon process, they were able to determine the issue
was actually due to drive mapping (logon) scripts.

These scripts were, in turn, mapping 30+ errant drives to the user’s profile. The retailer’s engineers were able to
reduce the number of logon scripts down to a single script, and removed the problematic as well as incorrectly
linked GPOs. In the end, by determining the root cause and applying the aforementioned actions in their
environment, the system engineers were able to reduce logon times down to an average of 45 seconds.
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User1 InUse VDI-CWIN1OMFO3 Q & X

Summary Logon ICA/HDX vGPU VDI Server Hypervisor Host Apps/Processes Alerts/Logs |
|
Group Name: Windows 10 MCS Floating Client Address: 10.20.67.99 Hypervisor Host: 10.20.20.104 |
Broker Name: SVR-XDDCO Version: 18.9.0.21
]
]
Connect: 2019-11-27 13:.03:32 Sesslon Start: 2019-11-27 13:04:05  Session End: —-  Duration: Oh2m 1s !
]
Logon Duration Brokering |
Delivery Controller Stages Citrix Receiver Startup Stages ]
Credentials Authentication: 0395 Printer Croation: 05 Application Enumeration Client: 05 MNama Resolution Web Server:  0.907 s i
Credentials Obtention: 0s Profile Load 18025 Backup URL Client Count 0s RECONNECT_ENUM_CLIENT. 0% |
Credentials Obtentian Network ram ren Configuration Obtenticn Client RECONNECT_ENUM_WEB
Server: o= Obtention: o= Duration: os _SERVER: os |
Drive Magping 04225 Sessicn Creation: 1046 5 Credertials Obtention Clent: 05 STARTUP_CLIENT. 17.167 5
]
Logon Seript Exscution: 30320s Session Start-up: 1278 ICA File Download: Os Session Creation Client: 3518
Liunch Page Web Server 1938 Session Loak-up Clent: 00015 |
Marme Resolution Client Ds Ticket Response Web Server. 0,001 5
]
Logon Stage Details 0
Timeline
Stage Description Start Duration 7008 1402 2150 28848
. N - 2018-11-27
Brokering Session brokering time 130313903 06178 |
i idati Brokering and Endpoint Launch execution including e
Client Validation launching the client 13:03:13.303  19674s [ |
Server Validation Server-side session validation time 13:03:113.303  19.81s
% Authentication User authentication, Policy Retrieval, and logon script 4300 05 07 0s
>GPo Group Polcy Exscution 130053968 19025 ]
Profile Usar Profile loading 13:03:37.253 15107 s

Summary Logon ICA/HDX VDI Server Hypervisor Host Apps/Processes Alerts/Logs
Timeline
Stage Description Start Duration s 142 8035, 884y
N . . 2019-11-27
Brokering Session brokering time 130313903 06178 |
— ing and Endpoint Launch ion i i -0
Client Validation launching the client 13:03:13.303 196745 .
Server Validation Server-side session validation time 13:03:13.303 19.81s
_— User authentication, Policy Retrieval, and logon script e
» Authentication datarmination al the session host 13:03:52.367 0s
vero Group Policy Execution 130353965 1665 1
Starting Registry Extension Processing. 13:03:53.966 0.078s |
Name: Win 10 VDA Settings.
Starting Citrix Group Policy Extension Processing. Local 130354045 03145 |
Group Policylocal Group Palicy
Starting Folder Redirection Extension Processing. Win 10 13:03:54 364 9.083 s 1
VDA Settings
Citrix Profile Management Extension 13:04:03450  0.078s |
ing Citrix Profil T i
Group Palicy Drive Maps Extension 13000353 1808 1
Starting Group Policy Drive Maps Extension Processing.
Name: VDI Drive Mappings
List of applicable Group Policy objects:
Name: Local Group
The following Group Policy objects were not applicable
because they were filtered out :
Profile User Profile loading 13:03:37.253 15107 s
1 " [ the load of the e
Interactive Session user's environment 13:03:52.360 15443 s

Estimated network bandwidth on one of the connections: 28470427 kbps.

A fast link was d d. The Esti d idth is 227763 kbps. The slow link threshold is 500 kbps.
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AD Group Membership/Logon Script/Registry Extension Mappings Causing Logon Slowness

Issue:

A leading law firm based out of New York City, was experiencing logon duration problems impacting the end user
performance for their remote workforce of attorneys. Without the visibility into what actually was the root cause
of the issue, the law firm’s system administrators found themselves playing pin the tail on the donkey, and not
knowing where to begin.

Resolution:

Once the Goliath Performance Monitor was installed in their environment, the systems administrators were able
to leverage the logon duration report, drill down into a the logon duration breakdown for a few spot checked
users, and determined that there were logon scripts being applied to incorrect user groups.

The users in these respective AD groups didn’t require, or have access to applications which the respective logon
scripts had been attempting to map. Additional registry extensions were also being applied to the user groups
which was extending the logon duration. By removing the keys for the users who didn’t require this access, logon
duration times were lower ed by more than 40 seconds.

User 1 InUse VDI-CWIN10MF03 Q= X |
Summary Logon ICA/HDX vGPU VDI Server Hypervisor Host Apps/Processes Alerts/Logs
Group Name: Windows 10 MCS Floating Client Address: 10.20.67.99 Hypervisor Host: 10.20.20.104 4
Broker Name: SVR-XDDCO1 Version: 19.9.0.21

ggon o

Logon: 82.6s Connect: 2019-11-27 13:03:32 Session Start: 2019-11-27 13:04:05 Session End: - Duration: Oh 2m 1s 1

Logon Duration Brokering ¥
Delivery Controller Stages Citrix Receiver Startup Stages ¥
Credentials Authentication: 0395 Printer Creation: 0s Application Enumeration Client: 0's Name Resolution Web Server:  0.907 s 4
Credentials Obtention: 0s Profile Load 0s Backup URL Client Gount: 0s RECONNECT_ENUM_GLIENT: 05 |
Credentials Obtention Network Program Neighborhood Gred Configuration Obtention Client o RECONNEGT_ENUM_WEB

erver Obtention: Duration _SERVER ¥
Drive Mapping: 04225 Session Creation: 1.046 5 Credentials Obtention Client. 05 STARTUP_CLIENT: 17167 s
i
[ Logon Script Execution: 4a7s ]sess-on Start-up: 127s ICA File Download: 0s Session Creation Client 35185
Launch Page Web Server : i
Duration 19385 Session Look-up Client 0.001 s
Name Resolution Client: 0s Ticket Response Web Server:  0.001s
¥
Logon Stage Details
Timeline
Stage Description Start Duration 208 s 805 Bis
N - 2019-11-27
Brokering Session brokering time 130313303 0617s |
P Brokering and Endpoint Launch execution including oy
Client Validation launching the client 13:03:13.303 345s || ¥
Server Validation Server-side session validation time 13:03:13.303 545s
A User authentication, Policy Retrieval, and logon script "
? Authentication determination at the session host 18:08:52.507 0s
[ 2 GPO Group Policy Execution 13:03:53.966  46.8s ] ]
Profile User Profile loading 13:03:37.263 044 s

Bantimemiimd memanmmine fan ammmlabine e lnad of the
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User 1 InUse DI-CWIN10MF03

-
Summary Logon ICA/HDX vGPU VDI Server Hypervisor Host Apps/Processes Alerts/Logs
Timeline
Stage Description Start Duration 208 05 0s B3s
: . 2019-11-27
Brokering Session brokering time 13:03:13.303 0617s |
. T Brokering and Endpoint Launch execution including ha.

Client Validation Punahing the clent 13:03:13.303 3455 |

Server Validation Server-side session validation time 13:03:13.303 545s
> Authentication User authentication, Policy Retrieval, and logon script 13:03:52.367 0s

determination at the session host

v GPO i 130353086 __ds 8
Starting Registry Extension Processing. 13:03:53.966 1285 | ]

Name: Win 10 VDA Settings

Starting Citrix Group Policy Extension Processing. Local 13:03:54.045 0314s 1

Group PolicyLocal Group Policy

Starting Folder Redirection Extension Processing. Win 10 13:03:54.364 9.083 s ]
VDA Settings

Citrix Profile Management Extension 13:04:03450  0.078s |

Starting Citrix Profile Management Extension Processing.

Group Policy Drive Maps Extension 13:04:03.535 04695 1
Starting Group Policy Drive Maps Extension Processing.

Name: VDI Drive Mappings
| Seripting Extensions fa00e6de 3095 ——

The following Group Policy objects were not applicable
because they were filtered out :

Profile User Profile loading 13:03:37.253 044 s

Interactive Session Background processing for completing the load of the

user’s environment 13:03:52.360 15443 s

Estimated network bandwidth on one of the connections: 28470427 kbps.

A fast link was detected. The Estimated bandwidth is 227763 kbps. The slow link threshold is 500 kbps.
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3. Print Driver Support and Missing Print Drivers Causing Long Logons

Issue:

An engineering firm with an expansive remote work force utilizing XenApp/XenDesktop had an increasingly high
number of users complaining of long logon times. While inconsistent, the logon duration times were directly
impacting the end users’ ability to perform their duties while working remotely.

Resolution:

With the help of Goliath Performance Monitor, the Citrix team was able to determine printer mapping was
exceeding the normal thresholds they would expect. This was due in fact that there were print drivers missing
and or unsupported by Citrix. In turn, this caused long delays in the logon times primarily when the end users
were working from home, or a remote site location. The Citrix engineering team was able to install/update any
problematic print drivers which required such driver changes, and then configure a policy which would block any
unsupported printers from being mapped to their users’ desktops/applications.

User 1 InUse VDI-CWIN1OMFO3 Q& %X |
Summary Logon ICA/HDX vGPU VDI Server Hypervisor Host Apps/Processes Alerts/Logs
Group Name: Windows 10 MCS Floating Client Address: 10.20.67.99 Hypervisor Host: 10.20.20.104 4
Broker Name: SVR-XDDCO1 Version: 19.9.0.21

dGon

Logon: 78.4s Connect: 2019-11-27 13:03:32 Session Start: 2019-11-27 13:04:05 Session End: —— Duration: 0Oh2m 1s f

Logon Duration Brokering 5
Delivery Controller Stages Citrix Receiver Startup Stages P
Credentials Authentication: 0.39s [ Printer Creation: 3835 ] Application Enumeration Client: 0's Name Resolution Web Server:  0.907 s ¥
Credentials Obtention: 0s Profile Load: 0s Backup URL Client Count: 0s RECONNECT_ENUM_CLIENT: 05 i
Credentials Obtention Network 0s Program Neighborhood Cred 0s Cenfiguration Obtention Client os RECONNECT_ENUM_WEB 0s
Server. Obtention: Duration: _SERVER: ]
Drive Mapping: 0422s Session Creation: 1046 s Credentials Obtention Client: 0s STARTUP_CLIENT: 17.167 s

¥
Logon Seript Execution: 43s Session Start-up: 127s ICA File Download: 0s Session Creation Client: 3518s
¥
Launch Page Web Server .
Duration: 1.938s Session Look-up Client. 0.001s
Mame Resolution Client: os Tickel Response Web Server.  0.001 &
¥
Logon Stage Details
Timeline
Stage Description Start Duration 208 405 B0s 80s
) e - 2019-11-27
Brokering Session brokering time 13:03:13.303 0617s |
;. Brokering and Endpoint Launch execution including o
Client Validation faunching the client 13:03:13303 6455 [l ]
Server Validation Server-side session validation time 13:03:13.303 545s
% Authentication User authentication, Policy Retrieval, and logon script 13:03:52.367 os
determination at the session host T
(>epo Group Poiicy Exscution 130353086 4825 I—

Profile User Profile loading 13:03:37.253 0.44s

Dnlineniimd nenmansime fan anmanlabins tha lnnd of the
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User 1 VDI-CWIN10MF03 Q
Summary Logon ICA/HDX vGPU VDI Server Hypervisor Host Apps/Processes Alerts/Logs
Timeline
Stage Description Start Duration 208 05 s 805
5 N - 2019-11-27
Brokering Session brokering time 13:03:13.303 0617s |
- Brokering and Endpoint Launch execution including na.
Client Validation launching the client 13:03:13.303 sa5s W
Server Validation Server-side session validation time 13:03:13.303 5453
A User authentication, Policy Retrieval, and logon script -
> Authentication determination at the session host 13:03:52.367 s
VGPO Group Policy Execution 13:03:53.966 4825 |
‘Starting Registry Extension Processing. 13:03:53.966 0.078s |
Name: Win 10 VDA Settings
Starting Citrix Group Policy Extension Processing. Local 13:03:54.045 0.314s 1
Group PolicyLocal Group Pelicy
‘Starting Folder Redirection Extension Processing. Win 10 13:03:54.364 029s I
VDA Settings
Citrix Profile Management Extension 13:04:03.450 0.078 s ‘
Starting Citrix Profile Management Extension Processing.
Group Policy Drive Maps Extension 13:04:03.535 0.469s |
Starting Group Drive Maps Extension Processing.
Name: VDI Drive Mappings
| Group Policy Printer Mapping Extension 13:04:04 646 383s | ]
The following Group Policy objects were not applicable
because they were filtered out :
Profile User Profile loading 13:03:37.253 044s

Background processing for completing the load of the

Interactive Session User's environment

13:03:52.360 15443 s

Estimated network bandwidth on one of the connections: 28470427 kbps.

Afast link was detected. The Estimated bandwidth is 227763 kbps. The slow link threshold is 500 kbps.
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4. Logon Script Improperly Coded

Issue:

Providers and nurses at a large healthcare organization were experiencing longer than normal logon times,
especially when first starting their shift on the ICU floors. Prior to working with Goliath Technologies, the issue
was causing frustration with the employees, as well as directly impacting the patient care itself.

Resolution:

Once Goliath Performance Monitor was implemented and configured, the IT infrastructure team was able to
determine there were improperly coded logon scripts being applied to the ICU team, which had been delaying
logons. As these scripts didn’t execute properly, they would eventually time out, but they took 60 seconds to do
so. Not only were the staff receiving application level issues due to the scripts not “kicking off” properly, the
excessive timeout period was taking 60 seconds for each script to “fail/quit.” The logon duration was increased
at times in excess of 6 minutes, however once the script related issues were mitigated, logon times averaged out
to 37 seconds.

User 1 InUse VDI-CWIN10MF03 Q & X |
Summary Logon ICA/HDX vGPU VDI Server Hypervisor Host Apps/Processes Alerts/Logs
Group Name: Windows 10 MCS Floating Client Address: 10.20.67.99 Hypervisor Host:  10.20.20.104 3
Broker Name: SVR-XDDCO1 Version: 19.9.0.21

Logon: 349.1= Connect: 2019-11-27 13:02:32 Session Start: 2019-11-27 13:04:.05  Session End: —:— Duration: Oh2m 1s f

Logon Duration Brokering 3
Delivery Controller Stages Citrix Receiver Startup Stages £
Cregentials Aulhentication: 039 Bfinter Creation 0s Application Enumeration Client: 0% Nameg Reselution Web Server. 0,907 ¢ §
Credentials Oblention: os Prafile Load: 0e Backup URL Client Count 0s RECONNECT_ENUM_CLIENT: 08 ]
Credentials Obtention Network o Program Neighborhood Cred Configuration Oblention Client . RECONNECT ENUM_WEB
Server: Obtention: Duration: _SERVER: £

fug biaggiog Qaz2 Session Creation 1046 5 Credentials Oblention Client: 05 STARTUP_CLIENT. 17167 5
f
|Lmnn Seript Execiition: 32253 ession Startun: 1275 IGA File Download 0s Session Creation Clint: 35185
3
Luneh Page Web Sener 19385 Session Laok-up Client 0001 s
Nama Resciution Client 0s Ticket Response Web Server: 0,001 3
f
Logon Stage Details (
Timeline
Stage Description Start Duration 5 1755 288 s 380
. 2019-11-27
Brokering Session brokering time 13-03-13.303 06175 |
i Brokering and Endpoint Launch execution including -0
Client Validation launching the client 13:03:13.303 345s | ]
Server Validation Server-side session validation time 13:03:13.303 5458
P User authentication, Policy Retrieval, and logon script s
> Authentication determination ot the sassien host 13:03:52.367 0s
[ > GPO Group Policy Execution 13:03:53.966 33165 | ]
Profile User Profile loading 13:03:37.253 D44

Ty Han land af b
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Use

Summary

Stage

Brokering

Client Validation

Server Validation
» Authentication

¥ GPO

Profile

Interactive Session

InUse VDI-CWIN10MF03 Q& X
Logon ICAJHDX vGPU VDI Server Hypervisor Host Apps/Processes Alerts/Logs
Timeline

Description Start Duration . 552 175 s 2555 805

Session brokering time 1230;3?11;_3?(;3 0617s |

Brokering and Endpoint Launch execution including e

launching the client 13:03:13.303 345s I

Server-side session validation time 13:03:113.303 54558

User authentication, Policy Retrieval, and logon script .

delermination at the session host 12:02:82.387 0=

130383866 3318

Starting try Extension Processing. 13:03:53 966 12045 |

Narme: Win 10 VDA Settings

Starting Citrix Group Policy Extension Processing. Local 13:03:54 045 03148 ]

Group PolicyLocal Group Policy

Starting Folder Redirection Extension Processing. Win 10 13:03:54.364 90838 ||

VDA Seftings

Citrix Profile Management Extension 13:04:03.450 0078 |

Starting Citrix Profile Management Extension Processing.

Group Policy Drive Maps Extension 13:04:03.535 04695 ]

Starting Group Policy Drive Maps Extension Processing.

Seripting Extension taoioase 2291 O —|

The following Group Palicy objects were not applicable

because they were filtered out :

User Profile loading 13:03:37.253 044s

for theloadofthe  y3n350360 154438

g
user's environment

Estimated network bandwidth on one of the connections: 28470427 kbps.

Afast link was detected. The Estimated bandwidth is 227763 kbps. The slow link threshold is 500 kbps.
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Vil. Summary

As you can see, the Citrix Logon Process is a very complex set of technical hand offs between 33 different stages, with
some of them being inter-dependent. It really is quite an amazing technical feat.

To truly be proactive and get ahead of logon issues before end users complain, it is important to have a real time,
granular drill down into each of the stages, along with an understanding of how to utilize them. In addition, because we
need objective evidence from time to time so we can defend Citrix, or show the true root cause, it is critical to have
robust out-of-the-box reporting.

Goliath Performance Monitor is, in essence, a comprehensive logon duration monitoring, alerting, and analysis
technology. Goliath Performance Monitor delivers each of the features you will need to encompass the troubleshooting
needs in a Citrix environment.
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Schedule A Personal Demo Or Try Goliath Performance Monitor
Free for 30-Days — Includes Full Support from Goliath Tech Ops

You can instantly download a free fully supported 30-day trial of Goliath Performance Monitor here
or click here to schedule a personal demo of Goliath Performance Monitor.

If you have a question, you can reach out to the Authors regarding Citrix logon issues and improving end user
experience:

techinfo@goliathtechnologies.com
(855)-465-4284

ABOUT THE AUTHORS

Goliath Technical Support Team

The team members collaborated to bring together this How-To Guide by
calling on their past Customer Experiences and Expert Knowledge of
Citrix Troubleshooting. Beyond writing technical documents this team
supports Goliath Customers and provides product feature/function
guidance to development.

BE PROACTIVE
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